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Resumo: O artigo examina a relacdo entre intencionalidade e inteligéncia artificial de modo a oferecer
uma perspectiva antropolégica baseada em uma cosmovisdo cristd. Para tanto, primeiramente,
o artigo oferece uma revisdo histérica de dois dos principais tépicos no ambito da filosofia da
mente, a saber, o Teste de Turing elaborado por Alan Turing e o Argumento do Quarto Chinés de John
Searle. Por fim, o artigo apresenta a problematica da busca por uma replicacdo da intencionalidade
humana a partir de uma visao crista que, pautada na imagem da Torre de Babel, compreende como o
desenvolvimento da técnica pode desvirtuar o homem.
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Introducao

A tecnologia e a humanidade estdo interligadas de tal maneira que é costumeiro
descrever a histéria humana em termos de estados da tecnologia: idade da pedra,
idade do bronze, a era do metal, a era atOmica, a era da informatica, e a atual era,
que ja podemos denominar de era da Inteligéncia Artificial. Assim, a convergéncia
entre humanidade e tecnologia levanta questdes sobre a natureza da existéncia, a
distingdo entre o humano e o mecanico, e o papel da alma e da intencionalidade
na experiéncia humana. Sob a Otica cristd que assumimos no presente artigo,
tal debate adquire nuances espirituais e filos6ficas que sdao elementares para
compreendermos nossa posicdo diante de Deus e do mundo. Na crenca de que
poderemos chegar um dia ao apice da autonomia humana através da técnica, nos
encontramos novamente no topo da torre de Babel, onde o homem moderno se
apega a nova religido secular da ciéncia e tecnologia. Em outras palavras, o artigo
visa tratar da problematica entre tecnologia e humanidade ao defendermos a ideia
da impossibilidade de replicabilidade artificial da intencionalidade humana.

Quantas vezes ja ouvimos frases como ‘seja vocé mesmo’ sem nunca pararmos
para pensar, afinal, o que de fato faz com que sejamos ‘nés mesmos’? Outra pessoa
pode ter uma visdo completamente diferente do que vocé tem de si préprio, vocé
mesmo pode criar um personagem para que os outros achem que vocé é uma coisa
quando na verdade é outra. O ‘ser vocé mesmo’ pode ser algo bastante subjetivo,
e talvez seja esse um dos elementos que nos torna humanos, talvez esta seja uma
das coisas que nos diferencia das maquinas. No entanto, com o passar do tempo e
especialmente apds o advento dos softwares de Large Language Models (LLM), as
maquinas parecem ter se tornado cada vez melhores em nos imitar; ou serd que
somos nos que estamos virando um modelo cada vez mais facil de ser copiado?

Smith (2018) afirma que o ser humano é sobretudo alguém que ama e nao
um simples ser pensante capaz de analisar e categorizar seu meio. Esta condi¢cao
se revela no fato de sermos constituidos por um conjunto de habitos e disposi¢cdes
que moldam nosso agir de determinada forma, um conjunto de meios fisicos e
afetivos como rituais, praticas e rotinas que cativam nossa mente pela imaginagao
ou pelo sagrado e nos direciona para que amemos, desejemos e adoremos certas
coisas. Este traco imagético caracteristico do homem ndo significa aqui algo
inventado, mas o modo como interpretamos o mundo em um nivel anterior ao
registro filosoéfico-cientifico, isto é, trata-se de um registro estético intimamente
ligado com o corpo, como diria o filé6sofo. Ao invés de sermos movidos por crencas
racionalmente justificadas, somos impulsionados por um telos que desejamos; e

aquilo que amamos é aquilo que adoramos. Assim, Smith afirma:
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Osbens e osaspectos da prosperidade humana pintados por essas imagens
atraentes da boa vida vao penetrando a fibra do nosso ser (rotineiro,
ndo cognitivo), isto é, nosso coracdo, e assim governam e pautam nossas
decisoes, agdes e habitos. Com isso, nos tornamos um certo tipo de pessoa;
comecamos a emular, imitar e refletir a visdo especifica que desejamos
(Smith, 2018, p. 89).

A antropologia que se esboca a partir das definicoes que Smith faz destaca que
somos essencialmente criaturas do desejo e do amor e que este nosso amor esta
sempre direcionado para uma visdo ultima da boa vida, como ja havia apregoado
Aristételes (2024) na Etica a Nicomaco ao defender que, em ultima instincia, o
nosso telos pode ser reduzido a Eudaimonia.

Dito isso, o artigo esta dividido da seguinte maneira: primeiramente,
trataremos da questdo da inteligéncia artificial ao retomarmos o classico Teste
de Turing; na sequéncia, a partir do trabalho de John Searle, o artigo examina o
conceito de intencionalidade; finalmente, na ultima secdo, tratamos da tese central
do artigo: a busca acritica pelo aumento da tecnologia a fim de replicar aquilo que
é essencialmente humano parece repetir o mesmo erro alertado nas Escrituras
ao tratar do episddio da Torre de Babel, a saber, o orgulho e a autoglorificagdao do
homem, que é um dos caminhos mais certos e curtos para o estabelecimento de um
estado de decadéncia e confusdo moral.

O Teste de Turing e o desenvolvimento da IA

Com Smith (2018), partimos do pressuposto de que o ser humano é o ente
capaz de amar, havendo assim a necessidade de compreender de que forma as
liturgias modernas e o uso da tecnologia afetam esses amores e nos formam
moralmente ao modelar o que amamos. Essa questdo nos leva também a considerar
a singularidade humana em relagdo as maquinas. A partir dessa breve andlise
antropoldgica, o que se segue é uma breve contextualizacdo sobre a questao das
maquinas a partir do Teste de Turing, formulado pelo matematico britanico Alan
Turing no seminal artigo Computing Machinery and Intelligence, de 1950. Abaixo,

Turing descreve a dindmica do teste ainda sem a introdu¢ao do computador:

A nova formulagio do problema [em saber quem é seu interlocutor] pode
ser descrita em termos de um jogo a que n6s chamamos “jogo da imitacdo”.
E realizado por trés pessoas: um homem (A), uma mulher (B) e um
interrogador (C), que pode ser de qualquer um dos sexos. O interrogador
permanece num quarto, separado dos outros dois. O objetivo do jogo, para

1 Emhomenagem a Turing, mais tarde o evento Loebner Prize foi instaurado e realizado anualmente
entre 1990 e 2019. O evento era, em suma, uma competicdo para avaliar o melhor software capaz
de passar o Teste de Turing (Christian, 2013).
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o interrogador, é determinar qual é o homem e qual é a mulher (Turing,
1996, p. 21).

O Teste de Turing de fato, portanto, se trata de uma dinamica onde se substitui
0 homem ou a mulher para que o interrogador agora tenha que adivinhar quem é o
humano e quem é a maquina. Mais detalhadamente, Jodo de Fernandes Teixeira nos

explica o referido teste:

O Teste de Turing, criado pelo matematico inglés homonimo, consiste em
comparar os comportamentos manifestos de um organismo humano com
aqueles produzidos por um rob6 ou computador criado para desenvolver
tarefas humanas. Se da comparacio resultar que as caracteristicas dos
comportamentos do organismo sdo indistinguiveis daquelas dos outputs
produzidos pela maquina, podemos, de acordo com Turing, atribuir a esta
estados mentais (Teixeira, 1997, p. 128).

O cenario que surge aqui, portanto, se trata de uma ambiguidade no que define
o que é, realmente, “ser” um humano. Sera possivel a tecnologia chegar ao ponto de
replicar perfeitamente o comportamento verbal ou até mesmo corporal humano ao
ponto de chegarmos a situacdo na qual em todo Teste de Turing seja virtualmente
impossivel distinguir a maquina do homem? Além disso, seria possivel o avango
tecnoldgico influir e até mesmo mudar aquilo que caracteriza a humanidade?

Quando proposto pela primeira vez em 1950, o teste nasce do seguinte
questionamento: seria uma maquina capaz de pensar e interagir como um
humano? A partir da dindmica do Jogo da Imitacdo, Turing questiona o que
mudaria se tivéssemos uma maquina que conseguisse confundir um avaliador.
Caso o interrogador ndo acerte quem é o humano, o entendimento implicado
é de que a maquina consegue reproduzir o comportamento verbal inteligente, ja
que se trataria de algo indistinguivel. Entretanto, assumimos aqui que existe uma
diferenca essencial entre ser inteligente e imitar o comportamento humano, pois,
no segundo caso, ndo é necessario verificar se a maquina possui interioridade, isto
é, se ela é autoconsciente e possui qualia. O que o teste indica, portanto, é apenas
que uma determinada maquina é capaz de processar informacdes a partir de uma
programacao anterior que a habilitou para a interpretar e responder inputs verbais.

O teste de Turing langou base para outros importantes projetos como o ELIZA.
Criado por Joseph Weizenbaum em 1966, o ELIZA foi o primeiro software da histéria
de processamento de linguagem natural com o intuito de efetivar uma simulacdo de
dialogo. Mais especificamente, Weizenbaum programou ELIZA para um cenario de
atendimento terapéutico no qual o humano seria o paciente e a maquina atuaria
como terapeuta. As perguntas programadas utilizadas por ELIZA faziam com que
os pacientes se aprofundassem em seus problemas em detalhes (Wallace, 2004).
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O programa trabalhava usando frases prontas quando ndo conseguia transformar
as respostas em perguntas. Seu principal método era procurar palavras-chave
e, também, o sujeito e verbo na frase, além de utilizar o restante da frase para
construcdo de suas respostas (Weizenbaum, 1966). Apesar do espanto com o
sucesso que o projeto alcangcou em ser um excelente programa de bate-papo e das
diversas opinides positivas de pacientes e cientistas afirmando que Eliza seria uma
importante ferramenta terapéutica, Weizenbaum fez algo inesperado: se afastou
do projeto ELIZA e se tornou um grande oponente dos estudos sobre IA (Christian,
2013). A razdo é que Weizenbaum se espantou com o grau de afeto e conexdo
relatada pelos seres humanos em relacao a ELIZA. Para Weizenbaum, no entanto,
isso ndo foi motivo de orgulho, mas de preocupacao por sentir que estava fazendo
parte da constru¢do de um futuro no qual seres humanos acabam por preferir a
interacdo com maquinas ao invés de construir lagos genuinos com outras pessoas.

Apo6s o projeto ELIZA e levando em conta o cenario atual da difusdo de diversos
Large Language Models (Grok, Chat gpt etc.), é forcoso admitir que a inteligéncia
artificial é capaz de reproduzir um certo grau de comportamento verbal que parece
suprir, para muitas pessoas, a necessidade intelectual que pensavamos encontrar
apenas com outros interlocutores humanos. Embora este fato se comprove
através dos exemplos mencionados, partimos aqui da hipétese de que a ideia de
humanidade ndo esta restrita ao ambito do dominio do comportamento verbal.
A maquina pode até manter um didlogo, mas, pelo menos até agora, ndo parece
que estamos diante de um ente com sentimentos, muito menos um ente capaz de
atribuir significados. Vale ressaltar que emogdes, sentimentos e o ato de atribuicao
de significados também devem ser descritos como “comportamentos”, porém, em
ultima instadncia, tais comportamentos estdo enraizados em uma corporeidade
organica (Merleau-Ponty, 2018) que é produto da evolugdo e da sele¢do natural. Dai
a impossibilidade, a nosso ver, da constru¢do de uma maquina que possua emog¢des
e consiga construir significacdes apesar de sua capacidade em passar no Teste de
Turing.

Neste sentido, a inteligéncia artificial (IA) percorreu, desde sua origem ha
aproximadamente cinco décadas, diferentes caminhos e concepg¢des sobre o que
significa reproduzir a mente humana, assumindo maultiplas formas que coexistem
até hoje: “Cada uma dessas etapas corresponde a uma diferente tentativa de simular
a mente humana. Nenhuma delas foi superada ou desapareceu” (Teixeira, 2013,
p. 29), o que faz com que a trajetéria da IA se assemelhe a evolucdo das espécies,
na qual formas antigas e novas convivem simultaneamente. Nesse percurso,

duas abordagens se destacaram entre as décadas de 1960 e 1990: a inteligéncia
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artificial simbdlica ou representacionista, que buscava criar solucionadores de
problemas por meio da manipulacao de simbolos e grandes bancos de memoria; e a
inteligéncia artificial conexionista, voltada a construcdo de sistemas que imitassem
o funcionamento do cérebro (Varela et al.,, 2017). A primeira esteve ancorada na
concepcdo de que “a mente é um programa computacional: sua replicacao depende
da descoberta de um programa adequado que permita simula-la” (Teixeira, 2013,
p. 30), sustentando a distingdo entre hardware e software como analogia entre
cérebro e mente. Dessa tradicdo, surgiram os sistemas especialistas, capazes de
armazenar conhecimentos de areas especificas e oferecer respostas, conselhos e até
diagnésticos, como exemplificam o Mycin?, voltado ao auxilio médico, e o Prospector,
que possibilitou a descoberta de uma reserva mineral préxima a Washington em
1980. Ja a IA de tipo conexionista introduziu uma concepg¢ao inovadora de memoria
distribuida, segundo a qual lembrancas sao constituidas por redes de elementos
interligados, superando a ideia reducionista de uma memoria localizada em um
Unico ponto, ilustrada no célebre exemplo da “memdria da vové”3(Teixeira, 2013).
Atualmente, dentre os diversos desdobramentos da IA, temos o uso dessa
tecnologia para TCC (Terapia cognitiva-comportamental) por meio de um chatbot
conhecido como Woebot. Criado por psicélogos e especialistas em IA, ele tem como
objetivo atender as necessidades de saide mental daqueles que ndo tém acesso a
cuidados basicos de saude. O Woebot usa fenotipagem digital* por meio de breves
conversas diarias, um recurso de rastreamento de humor, videos selecionados e
jogos de palavras para ajudar pessoas a gerenciarem sua saude mental. O objetivo
€ que as pessoas conversem com o Woebot quando ndo estiverem se sentindo bem

emocionalmente (Robson et al, 2023). Supde-se que quanto mais uma pessoa

2 0 Mycin foi um dos primeiros sistemas especializados de inteligéncia artificial. Desenvolvido
na década de 1970 na Universidade de Stanford, o programa foi projetado para auxiliar no
diagnostico de infecgdes bacterianas e na recomendag¢do de antibiéticos. Funcionava a partir
de uma base de regras légicas (if-then) e de um mecanismo de inferéncia. Apesar de nunca ter
sido utilizado clinicamente, tornou-se um marco histérico por demonstrar o potencial da IA em
aplicacdes médicas (Shortliffe, 1976).

3 A “memoria da vovd” é um experimento mental utilizado para explicar a ideia de meméria
distribuida na inteligéncia artificial conexionista. Ele mostra que, se todas as lembrangas sobre a
avé estivessem armazenadas em um nico neurénio, a perda desse neuronio faria desaparecer toda
arecordacdo da pessoa em questdo. J4 em um sistema de memoria distribuida, essas informacgées
estdo espalhadas por varias conexdes, de modo que a perda de uma parte ndo elimina a lembranga
completa, apenas alguns detalhes.

4 0O fendtipo refere-se as caracteristicas observaveis dos individuos: altura, caracteristicas de
género, composicdo bioquimica e comportamento. Essas caracteristicas sdo influenciadas pela
genética, ambiente, interacdo entre ambos e influéncia social. A fenotipagem digital envolve a
quantificacdo em tempo real do fendtipo humano usando dados de dispositivos digitais pessoais.
Por exemplo: dados sobre localizagdo, movimento, padrdes de voz, mensagens de texto, chamadas
e uso de aplicativos (Jain, 2015).
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interaja com o Woebot, mais apto o chatbot se tornara para avaliar seus estados
mentais e fornecer estratégias que reduziriam problemas de satide mental. Seus
criadores argumentam que o chatbot ndo é somente mais acessivel do que um
terapeuta convencional, como também é mais eficaz porque a pessoa que o utiliza
ndo se sente estigmatizada, ja que nas relagdes humanas o medo de ser julgado
acaba gerando um estigma que, por vezes, ndo conseguimos ultrapassar mesmo
em cenarios de atendimento clinico com um terapeuta humano. No entanto, essas
promessas ndo sao garantidas, uma vez que seu uso levanta algumas preocupacdes
clinicas e éticas importantes, a saber, até onde um sistema de inteligéncia artificial
consegue interpretar o estado interno de uma pessoa? Qual a garantia de sigilo dos
dados de tais pacientes tendo em vista sucessivos casos de aplicativos e empresas
que, por algum motivo, acabam vazando informac¢des confidenciais?

A primeira implicagdo clinica é a chamada “suposicdo de rastreabilidade”, ou
seja, a suposicdo de que um chatbot de psicoterapia rastreara com precisdo os
sentimentos, humores e comportamentos dos individuos e refletira o estado de
sua saude mental. Existem varios motivos pelos quais essa suposicdo pode ser
falsa. Primeiramente, nem todos sdo igualmente autorreflexivos; os individuos
podem ndo estar cientes de seu humor, das mudancas nesses humores ou de como
varios gatilhos podem afetar seu humor e comportamento. Isso os pode levar a nao
retransmiti-los com precisdo para o chatbot. Na verdade, uma vantagem da TCC
presencial é a capacidade do psicoterapeuta de desafiar os pacientes e encoraja-
los a perceber a ligacao entre o seu humor e o seu comportamento. Chatbots como
o Woebot sdo autodirigidos e os proprios usuarios sdo responsaveis por rastrear e
relatar seus sentimentos e humores - de modo que eles podem ficar limitados na
observacdo e rastreamento completos de fen6menos mentais e comportamentais.
Em segundo lugar, os chatbots s6 sabem o que os usuarios lhes revelam e s6 podem
ajudar na medida em que os usuarios decidam ajudar a si mesmos. Em terceiro
lugar, alguns individuos com transtornos mentais sofrem de anosognosia, 0 que
os leva a negar que tenham um problema de satide mental (Amador; David, 2004).
Se ndo acharem que tém um problema, sera menos provavel que monitorem o seu
humor e comportamento.

A segunda implicagdo é ética e diz respeito a privacidade de dados. Os
chatbots coletam uma grande quantidade de informag¢des demograficas e médicas,
incentivando os usuarios a inserirem muitos dados de identificagdo pessoal, por
exemplo, nome, numero de telefone, endereco de e-mail, idade, sexo e até fotos.
Além disso, ao usar o aplicativo, as pessoas geralmente criam um registro de suas

rotinas diarias (dieta, exercicios e humor). Mesmo que o desenvolvedor tenha uma
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politica de privacidade, geralmente ndo existem regulamentagdes para proteger
a privacidade e a seguranca das informacdes pessoais de saide - uma vez que
informagdes confidenciais sdo tornadas publicas nas redes sociais, os usuarios tém
pouco ou nenhum controle sobre elas. Além disso, como se sabe, nenhum site ou
aplicativo esta inteiramente imune aos ataques cibernéticos de hackers.

Assim, torna-se evidente o carater insubstituivel do ser humano nas
dinamicas interpessoais, tendo como ponto de partida a caracteristica Unica de
nossa subjetividade, visto que o amor e o desejo sdo caracteristicas proprias da
humanidade, requerendo um elo humano que se molda a partir da forma como
nos relacionamos coletivamente através de nossas historias e vivéncias, algo que
uma maquina talvez nunca seja capaz de reproduzir. A nossa intencionalidade é
outro aspecto particular da humanidade. Pode-se objetar que a incapacidade de
uma analise realmente acurada de um paciente ou a possibilidade do vazamento de
dados é algo que ja existe na interagcdo com seres humanos e apresentar tal criticas
as maquinas seria invalida. De fato, ha incontaveis casos nos quais pacientes se
frustram com determinado terapeuta ou perspectiva tedrica em um processo
terapéutico. Muitos pacientes relatam que meses ou até mesmo anos de terapia nao
foram suficientes para sanar suas questdes psicoldgicas. Quanto a isso, podemos
responder que, na verdade, trata-se de uma questdo de encontrar o terapeuta
e a abordagem tedrica mais adequada ao problema e a pessoa, dai a importancia
de manter uma postura de abertura em relagdo a possibilidade de troca de
profissionais de saide mental e experimentacao de abordagens diversas. Insistimos
aqui, portanto, que a inteligéncia artificial, ao conseguir processar quantidades
imensas de informacdes, pode sim ser benéfica em situagdes clinicas, porém,
0 terapeuta humano sempre tera uma vantagem inalcangavel para a maquina:
sua intencionalidade humana. Mesmo que a IA tenha acesso as diversas teorias
psicolégicas ja desenvolvidas, ela ainda ndo possui o qualia préprio a humanidade,
isto é, ha algo experiencial sobre “como ser humano” (Nagel, 2024) que proporciona
um tipo de insight ao terapeuta sobre o paciente que a maquina ndo pode atingir
por conta da auséncia do compartilhamento do mesmo tipo de experiéncia
qualitativa. Em outras palavras, mesmo com todas as falhas e incompletudes na
formacdao de um psicologo ou psiquiatra, nos parece que devemos admitir que
apenas um humano tem condi¢des de estabelecer um grau de empatia requerido
em um processo terapéutico realmente satisfatério. Quanto ao vazamento de dados,
este é um problema no qual realmente ndo parece ter relevancia se os dados estao
em um sistema de IA ou simplesmente no sistema operacional utilizado por um
terapeuta para armazenar suas anotagoes sobre clientes. Nao obstante, sabe-se que
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muitos pontos analisados e compreendidos acerca de um paciente estao na mente
de um terapeuta e ndo necessariamente explicitados em suas anotagdes de sessdes
(que muitas vezes se trata apenas de indicagdes genéricas que servem para pontuar
certos topicos desenvolvidos), ou seja, mesmo que minima, essa diferenca existe e
pode ser atestada como mais um ponto em defesa da manutencao da prioridade
por interacdes humanas. Dito isso, a proxima secdo trata, a partir de John Searle,
do exame do conceito de intencionalidade a fim de demonstrarmos ainda mais o

carater irreprodutivel da subjetividade humana.

Sobre o conceito de Intencionalidade

John Searle faz um contraponto em relacao ao Teste de Turing: mesmo que
uma maquina passe no teste de Turing, isso ndo quer dizer que aquela maquina
estd exibindo um comportamento inteligente ou que ela esteja pensando.
Para demonstrar sua tese, Searle propde um dos mais emblematicos thought
experiments da filosofia analitica do século passado. O argumento do quarto chinés
consiste no seguinte cenario: uma pessoa anglofonica esta trancada em um quarto
no qual ela recebe uma série de documentos em uma lingua que ela nao domina,
no caso o mandarim. Para sanar sua limitacdo linguistica, instru¢des em inglés sao
fornecidas a fim de permitir uma traducao dos textos em mandarim. Além disso,
as instrucdes também permitem a pessoa a responder as perguntas em inglés,
porém, transmitindo-as em mandarim. As instru¢des em inglés sdo chamadas
por Searle de “programa” e, com o tempo, o individuo se sai tdo bem ao seguir as
instrucdes que suas respostas em chinés sao indistinguiveis de falantes nativos de
mandarim para um observador externo. No entanto, no caso do quarto chinés, as
respostas sdo geradas pela manipulacdo de simbolos pautada por instrucdes que,
ao fim e ao cabo, ndo capacitam a pessoa a compreensao do significado de fato dos
signos linguisticos do mandarim. Ora, Searle nos pinta tal cenario para ilustrar que
a pessoa em questao esta agindo como que um computador. A conclusdo para um
observador externo é de que quem esta dentro sabe falar mandarim e domina a
lingua, no entanto, trata-se apenas de uma manipulacdo de simbolos. Logo, uma
maquina (assim como a pessoa no experimento mental) é capaz de manipular
simbolos e, para todos os efeitos praticos, exibir comportamentos inteligentes,
porém, na verdade, do mesmo jeito que o sujeito nao sabe falar mandarim, a
maquina nao compreende o sentido daquilo que produz. Trata-se aqui, em linhas
gerais, da classica critica a Inteligéncia Artificial Forte.

Uma vez que Searle desenvolve seu argumento do quarto chinés, o filésofo

destaca como parte fundamental a no¢do de intencionalidade, conceito crucial
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para a filosofia contemporanea, tanto na linha continental quanto analitica, e que
tem como raiz a obra de Franz Brentano. Searle define este conceito como “uma
propriedade de muitos estados e eventos mentais pela qual eles sdo dirigidos para,
ou acerca de, objetos e estados de coisas no mundo” (Searle, 2002, p. 1). Com isso
em mente, vale ressaltar que Searle afirma que apenas alguns estados mentais, e
ndo todos, tém intencionalidade, isto é, crencas, temores, esperanc¢as e desejos
sdo intencionais. Contudo, ha formas de nervosismo, exaltacdo e ansiedade nao-
direcionada que nao o sdo, ou seja, o autor define que nossas crengas e nossos
desejos devem ser sempre referentes a alguma coisa apesar de certos estados
emocionais serem desprovidos de intencionalidade. O nervosismo e a ansiedade

ndo-direcionada ndo precisam necessariamente de uma referéncia.

Assim como ha formas de exaltacdo, de depressao e de ansiedade em que se
estad simplesmente exaltado, deprimido ou ansioso sem se estar exaltado,
deprimido ou ansioso a respeito de coisa alguma, ha também modalidades
desses estados em que se esta exaltado porque ocorreu isso e aquilo, ou
deprimido ou ansioso com a perspectiva disso ou daquilo. A ansiedade, a
depressao e a exaltacdo ndo-direcionadas ndo sdo intencionais, enquanto
os casos direcionais o sdo (Searle, 2002, p. 2).

Em seguida, Searle faz uma distingdo entre as formas conscientes de
intencionalidade, pontuando que intencionalidade ndo é a mesma coisa que
consciéncia. Essa distin¢do consiste no fato de que muitos estados conscientes
ndo sdo intencionais e muitos estados intencionais nao sao conscientes. O fildsofo
critica a ideia de que toda consciéncia é consciéncia de algo, destacando que a
experiéncia consciente de algo nem sempre implica uma relacao intencional. Por
exemplo, quando alguém esta consciente de sentir ansiedade, essa consciéncia
ndo indica necessariamente uma intencionalidade em relacdo a ansiedade, ao
contrario da relagdo intencional que alguém pode ter com um objeto de medo
como, por exemplo, cobras. Ele destaca a diferenca entre estar consciente de
algo e ter inten¢des em relacdo a esse algo. No caso da ansiedade, a experiéncia
consciente e o objeto da experiéncia (ansiedade) sao idénticos, enquanto no caso
do medo de cobras, o medo nao é idéntico as cobras em si. Essa diferenca ressalta
a complexidade da relagdo entre consciéncia e intencionalidade. Diante disto, se
mostra como, a partir dessa abordagem da intencionalidade, é possivel fornecer
respostas que sustentem a afirmacdo de singularidade do homem em relagdo as
maquinas. Diante disso, utilizemos mais uma obra do filésofo para tratar de forma
mais contundente a seguinte questdo: podem as maquinas pensar?

Em seu livro Mentes, Cérebro e Ciéncia, Searle afirma que os processos mentais

sdo causados pelo comportamento dos elementos do cérebro, caracterizando
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a esfera mental como um fendmeno biologico (o proprio Searle caracteriza
sua posicdo como biological naturalism). Mesmo que nossos pensamentos
ocorram em séries de simbolos, deve haver algo mais no pensamento do que as
séries abstratas, porque as séries por si mesmas nao tém qualquer significado.
Quando consideramos nossos pensamentos, percebemos que eles estio sempre
relacionados a algo especifico. Isso sugere que as sequéncias de pensamentos
tém um significado subjacente, tornando-os pertinentes as coisas em questao
(Searle, 2019). Em outras palavras, nossa mente ndo apenas segue uma estrutura
gramatical, mas também carrega consigo um significado, uma semantica. Isso nos
leva a entender que a mente opera em diferentes niveis, ndo apenas sintaticos,
mas também semanticos. A distincdo entre uma mente e um programa de
computador parece ganhar contornos mais nitidos agora. Enquanto um programa
de computador opera com base em regras sintaticas, nossa mente vai além disso
por ser fonte doadora de sentido, ou seja, ela contém um teor semantico, indo além
da mera estrutura formal. E essa semantica que diferencia uma mente enraizada
biologicamente do tipo de operacdo de processamento de simbolos efetivado por
um sistema artificial. Portanto, assumindo o naturalismo biolégico de John Searle,
pode-se afirmar que a razdo pela qual um programa de computador se diferencia
da mente humana é sua limitagdo as operagdes de ordem puramente sintatica,

enquanto as mentes humanas sdo inerentemente semanticas (Searle, 2002):

pensar é mais do que apenas uma questdo de eu manipular simbolos sem
significado; implica contelidos semanticos significativos. Estes contetidos
semanticos sdo aquilo que nés indicamos por “significado” (Searle, 2019,
p- 48).

Compreender uma linguagem ou até mesmo possuir estados mentais vai
além da mera manipulacdo de simbolos formais, implica em atribuir significado
a tais simbolos. No entanto, o computador digital - definido pela sua capacidade
de executar programas previamente especificados formalmente - esta restrito a
manipulacdo de simbolos desprovidos de qualquer conteddo semantico, assim
como o individuo que segue instrucdes e mantém um didlogo em mandarim mesmo
sem entender o sentido dos signos utilizados.

Assim, fica estabelecida aqui uma indicacdo para fortalecer a possibilidade de
defesa do argumento que assume a distin¢do ontolégica entre homem e maquina,
destacando as particularidades e proximidades de cada um. Partindo, pois, da
ideia de que o ser humano se diferencia das maquinas por sua capacidade Unica
de crengas e desejos, e por sua habilidade semantica em atribuir significado,

podemos agora considerar sua espiritualidade como outro ponto relevante no
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estabelecimento de uma antropologia filosofica.

A Babel contemporanea

Na presente secdo, temos o objetivo de explorar a visdo teoldgico-crista que
concebe o homem como um status fisico de um mundo espiritual (Beale, 2021), de
modo que ele possui um papel especial na visado crista da ordem divina da criacao,
baseada na premissa fundamental de que ele foi criado a imagem e semelhanga de
Deus (Biblia, 2008, Génesis 1.27). Entretanto, a deturpacdo dessa imagem divina
constitui o cerne da questao: por que ao longo da historia os homens tém desejado
se tornar deuses? Quais métodos a humanidade tem empregado nessa busca? Seria
a busca por uma inteligéncia artificial equivalente ao homem mais uma tentativa de
tornar-se um deus? Essas indaga¢des nos orientam para a compreensao da relacao
entre o homem, sua espiritualidade e seu papel na criagdo divina.

Para isso, a visdo expressa em Génesis expde como e porque tudo isso
comecou. A narrativa referente a Queda nos mostra a serpente oferecendo o fruto
do conhecimento do bem e do mal (Biblia, 2008, Génesis 3.5), que, por sua vez,
representa um desafio a autoridade divina. Toda humanidade é, de alguma forma,
afetada pela desobediéncia de Addo, que ao comer do fruto proibido, reivindica
autonomia em relacdo a Deus, assumindo para si a prerrogativa de determinar o
que é certo e errado. Esse ato sugere uma tentativa de transcendéncia, na qual o
homem, ao buscar se “igualar” a Deus em conhecimento moral, busca afirmar sua
propria divindade decidindo agora segundo seus préprios critérios. No entanto, é
curioso que mesmo apds a Queda, Deus é quem vai ao encontro de Adao e Eva, o
que nos remete a outro acontecimento de singular importancia: a Torre de Babel®.
Perante seu contexto historico-cultural, a torre teve como propoésito ndao que o
homem subisse aos céus, pois tal empreendimento era impossivel, mas sim que o
proprio Deus descesse, ou seja, que se estabelecesse o céu na terra - algo que nos
conduz novamente a dinamica entre Deus e o homem no Eden.

Nao é arbitrario o fato do autor biblico destacar que os homens queimaram
tijolos e utilizaram betume para a constru¢do, o que evidencia um grande
desenvolvimento tecnolégico. No entanto, tal empreendimento € utilizado para fins

escusos, afinal a imago dei®, afetada pelo pecado, destitui o homem de sua plena

5 Comumente identificada como Zigurate pelos mesopotamios, o prédio mais alto do complexo do
templo projetado para tornar comodo para a divindade descer até seu templo (Walton, 2021).

6 Expressdo latina que, segundo Wolf (2007, p. 245): “basicamente, indica uma correspondéncia
entre o ser humano e Deus. O carater peculiar do ser humano na criagdo deve ser entendido a
partir de sua relacdo especial com Deus”.
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comunhdo com Deus, fazendo-o tomar decisdes segundo seus proprios critérios
daquilo que é certo e errado, e o empreendimento em questdo é claramente um
equivoco, pois o texto biblico ressalta: “[...] Assim, o nosso nome ficara famoso e
ndo seremos espalhados por toda a terra” (Biblia, 2008, Génesis 11.4). O intuito
era estabelecer o céu na terra ndo para engrandecer o nome de Deus, mas sim o
seu préprio: a arrogancia humana sup6s que os homens poderiam ser maiores que
Deus. A narrativa que segue mostra uma ironia: o préprio Deus desce para ver a
construcdo (Biblia, 2008, Génesis 11.5), tal qual era de fato o objetivo dos Zigurate.
No entanto, o Deus que realmente desce € o tinico que merece adoragao.

Essa atitude humana de se colocar como independente de Deus nos remete a
outra transgressao por parte da humanidade em Babel, a saber, o ndo cumprimento
da ordem dada por Deus em Genesis 1.28, tendo em vista que em Babel toda a
humanidade estava reunida. O epis6dio de Babel é também uma consequéncia da
imagem do homem caido, que desde entdo segue numa constante inclinacao para
se tornar o centro da ordem. O que se segue é o homem em seu empreendimento
de se tornar como Deus a cada passo da historia, mostrando como a deturpacgao
da imagem de Deus é capaz de afetar toda e qualquer criagdo humana, de modo
que essa criacao ja nasce naturalmente sob o jugo do pecado. Porém, uma coisa é
intrinseca a teologia cristd: a busca por transcendentalidade é algo estritamente
particular do humano e este ponto nos diferencia em relacdo as outras criagdes:
por mais que, com o passar do tempo, estejamos nos tornando cada vez mais
influenciados pela tecnologia, esse ambito permeado pelos produtos da técnica nao
suprime nossa busca por transcendentalidade.

Deus codificou todas as possibilidades tecnolégicas na ordem criada. E
dentro de cada um de noés ele codificou o desejo de transcendéncia. Deus
“p0Os a eternidade no coracdo do homem”, o que significa que estamos
sempre procurando por mais (Ec 3.11). Este mundo nunca é o suficiente.
Portanto, ndo surpreende que o primeiro esforco humano tenha sido
construir uma torre até o céu, para entrar nos céus, viajar para o espago.
Estamos programados para construir torres altas e disparar foguetes
enormes para transcender este planeta (Reinke, 2022, p. 146).

A partir desse entendimento do ser humano como sujeito transcendental, o texto de
Génesis (1.27) nos revela o pilar da compreensao crista sobre a natureza humana
(desenvolvida por meio da imago dei). Um aspecto elementar a ser abordado é que,
segundo Walton (2021), o cosmo deve ser visto como espago sagrado no qual Deus
pretende habitar. Com isso, ele destaca a ideia de que um texto cosmoldgico como
o de Génesis 1 adote a metafora da construcdo e dedicagdo a um templo. Segundo

ele, esse procedimento de analogia e ldgica ressalta em entender que Génesis 1 esta
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concebido na forma de ordenamento do cosmo em que Yahweh inicia seu repouso
como faria em um templo (Walton, 2021). Em vez de uma estatua ou idolo, Deus
coloca o ser humano como sua imagem, cumprindo o papel central no templo
césmico. Embora a mitologia cristd represente o pecado como tendo nos afastado
em esséncia de Deus, ela ainda reconhece que permanecemos como icone da Sua
criagdo, conforme Salmos 8 manifesta 0 homem como um dominador no sentido de
guardido dela.

No entanto, Génesis 1 e 2 ndo retratam Addo apenas como um jardineiro
e guardido, mas também faz isso com uma linguagem que nos remete a ideia de
adoracdo obediente (Beale, 2021). Portanto, Adao esta sendo retratado como
um sacerdote no exercicio de suas fung¢des. Assim, o Primeiro Homem deveria
ndo somente servir inicialmente de rei-sacerdote na etapa inicial do santuario
edénico, mas, como Génesis 1.28 confirma, ele também tinha de sujeitar a terra
inteira (Beale, 2021). Uma vez possuidor dessa natureza caida e afetada pelo mal,
o homem, agora sem Deus e sem esperan¢a no mundo, anula o efeito original da
imago dei, onde essa regéncia humana a partir desta contingéncia tende a ser
defeituosa. A anulagdo parcial dessa esséncia divina em nossa imagem, a nosso ver,
se reflete atualmente em nossa intui¢do de querer criar um subproduto da cria¢ao a
partir de si mesmo. Tendo como consequéncia uma criagao a imagem e semelhanca
do préprio homem (imago hominis).

Em vista dessa busca humana de transcendéncia, a criacdo se distancia em
um grau ainda maior da esséncia divina, como consequéncia de sua depravacao. O
apoéstolo Paulo em Romanos 7,15-23 faz uma leitura da atuacdo do pecado no ser
humano, descrevendo o conflito interno entre essa natureza divina no homem e a
natureza afetada pelo mal. Agostinho (2017), através dessa leitura, vai dizer que
em sua queda, o ser humano perde o controle sobre si e perde o controle sobre a
sua vontade (Agostinho, 2017, p. 12). Agora, a intencionalidade do homem esta
sujeita a um mal radical vindo desse sujeito caido, entrando em um novo estagio
do mal, o qual agora ele tenta justificar para si mesmo o mal que pratica. Nessa
nova realidade, ele precisa, segundo seus préprios critérios, decidir o quao mal
ele precisa ser para atingir uma determinada finalidade. Assim, como em Babel
o homem tentou “recriar” o Eden, agora, por meio da tecnologia, ele tenta recriar
um aspecto de dominio da ordem (Schuurman, 2016). Com uma intencionalidade
corrompida pelo mal, justamente essa intencionalidade enquanto centro semantico
que compde nossos desejos, crencas e a estrutura litlrgica, a criacdo agora volta
para si mesma, distorcendo seu propdsito original na criag¢do divina - a imago

hominis torna-se entao o resultado dessa corrupcao.
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A resposta para esse sujeito corrompido, partindo do cristianismo, nos leva a
restauracdo definitiva do seu estado edénico por intermédio da graca manifestada
através da obra salvifica de Cristo, que reconquista a nossa comunhdo com Deus,
como esta escrito: “O primeiro homem, Adao, tornou-se um ser vivente; o ultimo
Adao, espirito que da vida” (Biblia, 2008, 1 Corintios 15, 45). O texto segue até
o versiculo 49 fazendo uma alusdo tipoldégica de Cristo através de Adao como
representante e figura do homem daquele que haveria de vir. Deste modo, ao
responder ao chamado divino com fé e obediéncia, o homem manifesta uma
intencao direcionada para a restauracao da imago dei dentro de si, para entdo a
realizacdo do nosso propédsito divinamente ordenado na criacao. Dai resulta que
0 homem é chamado a transcender a si mesmo ocupando o lugar de Deus nao
como um sacerdote, mas como autocriador e inventor de significado. Cidadaos

autoimortalizados de Babel.

Consideracgoes finais

O presente artigo buscou demonstrar em linhas gerais que a tecnologia ocupa
um lugar central de nossa existéncia ao, concomitantemente, se mostrar enquanto
instrumento de progresso e fonte de tensdes existenciais. Se, por um lado, a
tecnologia expressa a capacidade criadora do ser humano, por outro, revela a
tendéncia humana em projetar na sua obra tendéncias de autoglorificacdo que o

alienam da criacao.

Seria errado pensarmos que essa idolatria se aplica apenas a individuos.
Também é possivel que um grupo inteiro de profissionais se apaixone
pelas préprias habilidades e programa de agio que as trate como forma de
salvacdo. Sera que cientistas, socidlogos, terapeutas e politicos reconhecem
os limites do que sdo capazes de realizar ou se inclinam a reivindicagoes
“messidnicas”? Deveria haver uma sébria humildade em relacdo ao quanto
uma politica publica ou progresso tecnoldgico é capaz de produzir para
solucionar os problemas da raca humana (Keller, 2018, p. 95-96).

O homem sempre foi rapido em se curvar diante de sua prépria criagdo como
desdobramento de sua insatisfacdo (Biblia, 2008, Exodo 32, 1-4). Por geracdes, ele
continuara a se ver como autossuficiente, vinculando sua esperanga de satisfacao
as obras de suas proprias maos. A eugenia nos parece uma perversao da tecnologia
que claramente exemplifica o grau de degeneracdo existencial que podemos

alcangar.

0 homem contemporaneo aceita o processo de evolucdo e, em seguida,
aplica seu conhecimento a eugenia para tentar fornecer as futuras geragdes
um “equipamento interno” melhor. Assim, a tecnologia cientifica moderna
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é vista como meio para melhorar o “equipamento exterior” do homem.
No passado, a evoluc¢do foi pensada para operar de modo automatico, sem
intervencdo humana; hoje, o homem comecou a crer na possibilidade de

dirigir o préprio desenvolvimento e o da sociedade (Schuurman, 2016, p.
16).

A tecnologia liberta e aprisiona; conecta e aliena; ela é poiesis e hybris.
A questdo, pois, é o lugar que ela ocupa em nosso horizonte, pois quando
transformamos meios em fins, sucumbimos a idolatria: depositamos nossa

esperanca de transcendéncia na obra de nossas maos e esquecemos que Nur noch
ein Gott kann uns retten.
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